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DISCRETE ANAL YTIC 
CONTINUATION OF A (p, q)

ANAL YTIC FUNCTION 

M umtaz Ahmad K. and M. Najmi 

Abstract 

In this papera method is devisedfor 
the continuation into the discrete plane 
Q' offunctions dejzned on the positive 

halj~axes and the properties of 
continuation operator 

discussed. 

l. Introduction 

In 1993 the first author [7] introduced the concept of (p, q)-analyticity 
by considcring fuctions defined on the following geometric lattice: 

K= {(pm x 0 ,q 11 y
0

);m,n,E Z, thesetr~fintegers, ( 1.1) 
O < p < 1, O < q < 1, (xo, Yo) fixed, Xo > O, Yo > O}. 
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In what follows :E K, : = (x, y)= ( p'" x0 , q" Yo). 

We recall here some of the definitions given in [7]. 

Definition 1. The 'discrete plan e' Q' with respect to some fixed 
point z' = (x'. y') in the jirst quadrant, is defined by the set of lattice poims, 

Q' = { (p 111 x', q 11 
)' '); 111, 11 E Z the SCl of integers}. 

Definition 2. Two lattice points Z¡,Z¡+l E Q' ore .mid to be 'ac~jacem' if 

zi+l isoneof(px;, )';). (p- 1 
X¡,)';), (x;, {/Y;) or (x;, q- 1 

)';). 

Definition 3. A 'discrete curve' e in Q' C0/11/ectin~ Zo tÓ ::.1/ is denoted hy 
the scquence 

where ::.;, zi+l; i=O, 1, ... , (n-1) areadjacentpointsof Q'. 

If the points are distinct (z; -::;; 
said to he 'simple'. 

'·.J ' i -::;; j) then the di serete curve C is 

Definition 4. A 'discrete closed curve' C in Q' is given by the sequence 
<z0 , z1, ::. 2 , ... , ::.

11 
>where <::. 0 , z1, ... , ::.,

1
_ 1 > issimpleand z0 = Z. 11 • 

Denote hy C the continuous closed curve formed hy joining adjacent 
-

points of the discrete closed curve C. Thcn C endoses ccrtain points of Q' . 
denoted hy lnt( C). 

Definition 5. A 'finite discrete domain' B is dejined as 

R = {z E Q'; : e u /¡¡f(C)}. 

Definition 6. A 'basic set' respect to z E Q' is dejined as 

S(z.) = { (x, y), (px. y), (px, qy), ( .. r, qy) l, 

and thc discretc closcd curve around S ( z) is denotcd hy 

O (s) = < (X, y), (pX, y), (px, qy). (X, qy), (X, y)> ( 1.2) 
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Definition 7. Functions defined 011 the points of a discrete donwin B are 
said to be 'discrete fimctions '. 

Definition 8. The p-d(fference and q-d(fference operators D1,., and Dif. y 

are defined as follows: 

Dp.x [f (.:)1 = 

where f is a discrete fimction. 

f ( z.) - f ( px • Y) 

(l-p)x 

j(z.)- .f(x,qy) 

(l-q)iy 

( 1.3) 

( 1.4) 

Wc now recall the definition of (p. q)-analytic function as introduced 
in [71. The two operators ( 1.3) and ( 1.4) in vol ve a 'basic triad' or points 
denotcd by 

T(z.) = { (x, y), (px, y), (x. qy)}. ( 1 . 5) 

Definition 9. Let B be a discrete domain. Then a discrete .fimction f is so id 
to be '(p. q)-analytic' at z. E B if 

( 1.6) 

If in addition ( 1.6) holds for every z E B such that 

T(z.) ~ B then f is said to be (p. q)-analytic in B. ( 1.7) 

For simplicity if ( 1.6) or ( 1.7) holds, the common operator /)" is used 
wherc 

D p. X 
( 1.8) 

Definition 10. The operator R Jl,lJ is de[t11ed as 

R p. q [f (z.) 1 = {( 1 - p )x - i ( 1 - q )y} f (x, y) - ( 1 - p )x f (x, qy) 

+ i( 1 - q)y j(px. y) ( 1. 9) 

where f :K ~ C, the field of complex numhers. 

Rp.t¡ f(z.) is called (p, q)-residue ofthe function at z.. 
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From ( 1.7) it IS casi !y scen that f is (p, q)-analytic in a di serete 
domain D iff 

Rp.q [f (z)] =O. ( 1.1 0) 

Definition 11. Since a discrete domain B is the un ion of basic sets S so if 
the discrete donwin B is given by 

N 

B = Us(z¡), 
i=l 

thcn thc ·suhdomain' BN is dcfined hy 

BN = {z;; i =l. 2, ... , N). ( l. 1 1) 

In thc prcscnt papcr the discretc planc Q' is extended to includc points 
on thc positive ha! f-ax cs. 1f a (p, q)-analytic function is defined on a subsct of 
Q' thcn it has a uniquc cxtension as a (p, q)-analytic function to certain othcr 
points of thc discrete planc. An outlinc of rcsults of this typc is givcn and a 
method is dcviscd for thc continuation into Q' of functions dcfined on thc 
axcs. 

2. Boundary Conditions 

a) Thc (p. q)-diffcrencc operator Rfl,lf' definccl 111 (1.9), involves a 

hasic triad óf points, 

T(z) = {z, (px, y), (x, qy)). 

From ( 1.1 0) it follows that givcn the value of a (p. q)-analytic function 
f at any two points of T(z.), then it is uniqucly detcrmincd at thc third 
point. In fact 

f<z> = 

f(px, y) 

f(x, qy) 

(1-p)xf(x,qy)- i(l-q)yf(px,y) 

(1- p)x- i(l-q)y 

(1- p) X f (X, {j)') - { (1- p) X- i ( 1 - q) )') f ( Z) 

i(l-q)y 

{ (1 - p ) x - i (1 - q) y ) f ( z ) + i (1 - q) y f ( px, y) 

(1- p)x 

(2.1) 
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b) From the above it is easily verified that if a (p, q)-analytic function f 
is defined at the horizontal set ofpoints {(p 111 x, y); 111 E Z then it can 

be uniquely continued as a (p, q)- analytic function to all points of Q' 
below this set, (i.e. all points of the form 

{(p 111 x, q 11 y); m E Z; n = 0,1,2, ... ) ). 

e) Similarly if the function f is detined on the vettical set { ( x, q 11 y); n E Z ), 

then f has a unique continuation as a (p, q)-analytic function to 
all points of Q' to the left of this set, (i.e. all points or the form 

{(pm.r. q 11 y); n E Z; m= O, 1,2, ... ) ). 

d) lf f is defined on the sets {(p 111 x, y); mE Z ancl 

{(x,q 11 y);n=0,-1,-2, ... ) (tig. 2) then it has a uniquc continuation 

as a (p, q)-analytic function to all points of Q'. The result for the region 
to the left and below these sets follows from boundary conditions (b) and 
(e). The value of f at the point C (fig. 2) is given by the values off 
at A, B by boundary conclition (a). Similarly thc function f is 
cleterminecl uniquely at all other lattice points in the region R1 (points 

t. h l' { ( 1/l ' 
11 •). -o 1 ? . o 1 2 )) o t e orm p x,q ) , m- , - , --, ... , n = , - , - , ... . 

e) If f is defined on the sets, { (p 111 x, y); m = O, 1, 2, ... ) ancl 

{ (x, q 11 y); n =0, 1, 2, ... ) (1ig. 3) then by repeated application of boundary 

condition (a) the function has unique continuation into the rectangular 

region { (p 111 x,q 11 y); 111 =O,\, 2, ... ; n =O, 1, 2, ... ) denoted by 

R2 in fig. 3. 

The abovc boundary conditions are the (p. q)-analogues of rcsults in 
monodiffric theory outlined by Isaacs [5] and Berzsenyi ll ]. 

The following theorem is similar to a result of Bcrzsenyi and the 
proof, being equivalent, is omitted. 
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Theorem l. Let B he a flnite discrete domai11 and f be a (p. q)-analytic 
.fitl1ction defined 011 the boundary points a (B). The11 tlzere exists a unique 
(p. q)-(1Jw/_rtic.fúnctio11 g. defina/ 011 D such tlwt f= g on a (B). 

In fact more than this is truc. A function dcfincd on the boundary d(B) 

can also be continued to ccrtain points outsidc B as follows: 

Thc discrctc domain B consists of a union of basic scts, i.e. a union of 
lattice points of the form 

B= {(pix, qly): iE /, jE 1) 

whcrc /, J are sets of integcrs determined by B. Let 

111/J 

11[] = 

MB = 

min 
iE 1 

111 i 11 
)E j 

///{/.'( 

iE 1 
iE ./ 

.i 

i+j 

el = { ( p 11111 x, q j y); j = 11 B, 11/J + 1, ... , (M /J -111 JJ ) } 

fJ 3 ={(pix,qiy),;i+j=Mu whcre i = m 11 , m 8 +1, ... ,M¡¡-n11 and 

j = n11 , 11¡¡ + 1, ... , M11 - m11 } • 

Figure 4 illustrates the abovc notation. Thc boundary ()(B) is indicatcd 

by thc sol id line. e 
1 

is givcn by thc horizontal set of points bctwecn A ami 

B. e 2 by the vertical points bctwecn B and C and e 3 is givcn by thc 

diagonal-likc sct of points betwecn A and C. 

If G represcnts the subsct of Q' bounded by and including f 1 • 

e 2 ' e 3 thcn the following holds: 
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Theorem 2. (la (p, q)-analytic fimction J is defined on the boundary o(B) 
of some .finite discrete domain B, tlzen there exists a unique (p, q)-analytic 
.fimction X defined on G such tlwt f = g 011 o(B). 

The result follows for points of B hy thcorem l. By repcatccl 
application of hounclary condition (a) thc theorcm can easily he shown to he 
true for all othcr points of C. 

3. Continuation from the Axes 

Thc discrete plane Q' consists of horizontal ancl vertical scts of points 
lending towarcls the axcs (fig. 1 ). It proves useful to considcr discrete 
functions also dcfincd on the axes. Consequcntly thc discrete plane is 
extended as follows: 

Let 

X- {(p 111 x',O):mEZ} 

Y- {(0,q 11 y'):nEZ} 

whcre (x ',y') is thc fixcd point from which thc lattice Q' is defined. 

Thc 'extended discretc planc' Q is thcn dcfincd as 

--
Q = Q' U X U Y. (3.1) 

Thc 'di serete rectangular domain' R' is defincd hy 

R' = {(p 111 x',q 11 y'); 111 =O, l. 2, ... ; 11 =O, 1, 2, ... } (3.2) 

If x+, y+ are defined hy 

x+ - {(p 111 x',O); m=O, 1,2, ... } 
(3.3) 

y+ - {(0,q 11 y'); 11 =O, 1, 2, ... } 

-

lhen thc ·extended rectangular domain' R is defined as 

( 3.4) 
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Discrctc function can now be defined on X. Y. Thc values on thc 
axes. of a discrcte function .f dcfined on R', are defincd to be 

f(x,O) = lim f(x,r/ y') 
/1~00 

.f(O,y) lim f(p 111 x', y); (x, y) E R' o 

111--1= 

Alternativcly this can be expressed as 

f (x, O) 

.f(O,y) 

lim f(x, y); (x, y) E R' 
y-->0 

lim f(x,y);(x,y)ER' 
x-->0 

(305) 

(306) 

whcrc lim has the same mcaning as lim q 11 y' ancl similarly for lim . 
y-->0 /1-';= .r--10 

The definition of (p. q)-analyticity is now extended to functions 
clefincd on the axeso 

A function f is said to he (p, q)-analytic on X+ if the limit in (3.5) 
exists for each x such that (x, {)) E X+, and if 

lim D" f(x,y) = Dr f(x,O); (x,y)E R'o (307) 
,r-->0 o o 

Similarly f is (p. q)-analytic on y+ ifthe limit in (3.6) exists and 

lim Dr f(x,y) = Dr f(O,y); (x,y) E R' o (308) 
.r-->0 

If f is (p, q)-analytic in R' and if (307), (3.8) hold, then f is said to be 

(p. q)-analytic in R o (309) 

This dcfinition can of course he extended to all of Q' and Q hut for 

present purposes thc above sutTiceso 

The p-diffcrence or q-diffcrenec operator of order j are dcfined hy 

D~_xl.f(z)] = Dp.x [D~-~/ j(z)]; o~;.x [f(z.)] = f(z.), j = 0.1,2, ... 
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and 

D¿:. y [f(:::)] = Dlf. y [ D~-~I f(:::)J; D~. 1. [f(:::)] = f(z.). j =O, 1, 2 .... 

Analytic functions of a continuous complex variable ha ve dcrivati ves 
of all orders. A corresponding result is true for (p. q)-analytic functions 

definecl on R , and is now considered. 

Lemma l. If f is (p. q)-analytic in R thcn for cach :::E R, D~ .. r [f(:::)J 

and D ~~-Y l f (::: )] exist and 

D~_.rlf(z.)l = Dt_.r[f(z.)J, .i =O, 1,2, .... 

Proof Ir ::: E R , then ::: E R ', x+ or y+. 

(i) Lct z. E R', ancl f he a (p. q)- analytic function in R'. From thc 
clefinition ol· the suhclomain BN it follows that if B = R' thcn BN = R' 
al so. 

Hcncc hy theorem 1 of [7] Dp . .r [f(:::)] and Dlf . . 
1
• [f(:::)l are (p, q)

analytic in R'. From which it follows then that. 

ancl 

It is reaclily shown that the operation of the p-cliffercnce operator D p.x 

on the q-clitTcrcnce opcrator D
11

• Y is commutative ancl so, 

D~. x [.f(:::)] = D
1
;, y[/(:::)] 

') 

JJ-[.f(:::)]. 

By theorem 1 of [7] again, D 2 f(z) is (p, q)-analytic in R' ancl so hy 
induction it follows that 

D~.x [f(z.)J ancl D~. 1• lf(:;-.)] 

111 



are (p. q)-analytic in R' and satisfy 

D~ . .r [.f(z)] = D/_,. [f(z)] o.i IJ(z)]. 

(ii) lf Z E X+ and .f is (p, q)-anaJytic in X+, then hy (307) f(x, 0) exists 
for (x, 0) X+ and, 

DP r f(x, O) = lim D
1 

v f(x, y), (x, y) E R'o 
,o y~O ¡,o 

It can be shown (see for example Hahn [2]) that 

(-1).i (1- p).i xi pj(j-l)/2 D~.x [f(x,O)] 

= ± [jl (- 1)k pk(k-l)/2 f(pj-k x,O). 
k =0 k) 

p 

(3.10) 

The points (pi- k x, 0); k = O, 1, .. o , j; helong to X+ and hence hy 

(3.7) it follows thatf (pj-k x, 0) exists for k= O, 1, .. 0 , j. The ahove 

formula verifies the existence of D~.x f(x,O) o 

Now, 

lim D 2

1 
r f(z) = lim D ,o [De¡. 

0
,0 /(z)l 

_r~O e. o .r~O q. o 

and since D o j(z) is (p. q)-ana1ytic for z E R' hy (i) ahove e¡.) 
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lim oc-¡. _r f(z) = lim D 11 .x [ Dq. _,. f(z)J 
y~O y~O 

lim 
y~() 

De¡. Y .f(z)- D,1, Y f(px, y) 

(1-p)x 

lim Dq. l' j(z) - lim De¡. 
1 
• .f(px, y) 

y~O . y~O o 

(1- p) X 

Hence, since f is (p. q)-analytic on x+, hy (3.7) it follows that, 



Dp.x f(x,O)- Dp.px f(px,O) 

(]- p) X 

D f(x 0) p.x . ' . 

Similarly, by induction it can be shown that 

lim D/ r[.f(z.)] = D1~.xf(x,O) ;}=0, 1,2, ... , 
y-->0 ¡,. 

and hencc that D~.x f is (p. q)-analytic on x+. 

Similarly ni ,. f is (p. q)-analytic on y+. This completes the proof 
lf .. 

of the lemma. 

A mcthod is now dcrivcd by which functions defined on thc axes can 
be continued into the discrete planc as (p, q)-analytic functions. 

-

If f is (p, q)-analytic in R , then 

np.x [.f(z.)) = Di{._\' [/(z.)J; z. E R' (3.1 1) 

f(z.) - f(x, q y) 

(1-q)iy 

Hence, 

f(x, qy) = f(x, y) - (1 - q) iy D p, x [f(x, y)]. 

The operator D p . . r is now treated as a constant k, and a formal 

symbolic method is used. 

From the abovc, 

f(x, qy) = (1 - (1 - q) iy k) f(x, y). 

It follows that 

f(x,ly) = (1-(1-q)iy k) (1-q(l-q)iy k) f(x,y) 
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and in general, 
j(x, q 11 

y) = (1- (1 - q)i_v k)" f(x. y). 

Taking the limitas n ~ oo, it follows that since f is (p. q)-ana1ytic 

in R, thcn 

lim j(x, q 11 y) = j(x, 0) cxists, and so, 
/1~00 

j(x, O) = (1- (1- q) iy k)= f(x, y). 

Hence (formally), 

1 
f(x, y) = (l (l )" k j(x,O), - -q ty ·)00 

and by thc definition of q-analogue e lf (x) of exponential function, we get 

00 (l-q)j . . 
f·(x, v) = ~ --- (iv).l k 1 f(x O) . 
. • L.,¡ (1-) ... ' 

)=0 q ./ 

Rcplacing kJ by ot.x• 
00 (l-q)j . 

f(x, y) = I --- (iy) 1 D~ . .r [J(x, O)J, 
)=0 (l-q)j 

where ot.x [J(x, O)] exists by lemma 1. 

(3. 1 2) 

The method used in attempting to solve equation (3.11) ha ve to course 
been formal symbolic oncs, similar to the procedures used by Boolc [Treatise 
on the calculus of finite differences, Macmillan ( 1880)]. It remains to be 
verified that f(x, y), as given by (3.12), in fact represents a solution of 
(3. 1 1) when the series converges. 

Theorem 3. lf 
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f(x, y) = I (iy)i D~.x [f(x, 0)] 

)=0 (l-q)j 



is convergent in some rectangular, discrete domain R ', then f is (p. q)
analytic in R ', ond hence satis.fies equation (3.1 1 ). 

Proof Jf z E R' thcn with f(x. y) given as abovc, 

L
oo (1-q)j . . 

D 11 ,_,.[ f(x.y)]_ = 0
1
> __ ,. -(l --)-· (iy) 1 0 1·~. [.f(x,O)]. 

-q ' ··' 
j=O 1 

00 00 

By Corollary 2 of [7], 1 p, x L = L O p. x, and so 
o o 

Dp.).f(x,y)j -f (1-q)J_ e· ·>.i nJ+l lf< O)J 
L.,.¡ (l-q). 1) p . .r X, . 
j=O 1 

Now, 

Oq. y [ f(x. y)] = Dq. y 
00 (l-q).i . . . 
"" --- (ty) 1 0 1~ r [f(x, O)] 
L.,.¡ (1-q). .. 
j =0 1 

From thc definition of 1 q. Y it follows that 

oq . .r r (iy>; 1 

and so 

D q. r [ .f(x, y)] 

{

O ; j=O 

(1-q.i) ·.)-l .. _ 
---(n) , 1- 1,2, ... 
(1- q) -

00 (1 j-l 
"" ~)____ (ir)J-l DJ . lf'(x,O)j 
L.,.¡ ( 1- q) ' - p .. \ . 
j =0 1-l 

Loo º--=" q) J (t\•) j /) j+l_ , [f(x,O)] 
(1-q) ' - p, .\ 

)=0 1 

(from (4.2.13)). 

(3.13) 
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This proves the theorem and justifies the formal symbolic methods. 

In fact more than the above is true. The series representation of f is 
also (p. q)-analytic on x+ which can be verified as follows. 

Corollary l. Ifthe series in (3.12) is convergent in R', then 

lim f (x, y) = .f (x, 0), and 
y--tO 

lim Dq. v [ f(x. y)] 
y--tO . 

D f(x, 0). p.x 

Prool From (3.12), 

and hence 

Similarly, 

.f(x, y) ~ (1-qi_ (iv)i oi . [f(x,O)] 
L.... (l-q) . . Jl .. l 
j=O .1 

lim f (x, y) 
y--tO 

f(x, 0). 

lim Dq. Y .f(x, y) 
y--tO 

tim f i.L=!!~- Cir).i oi+l !fCx,O)l 
\' --t o ( 1 - q) ' . Jl .. l 

i =0 ./ 

Dp.x .f(x,O). 

This completes the proof. 

From the ahove it is clear that functions dcfined on thc X-axis can be 
continued by mcans of (3.12) (undcr certain convcrgencc conditions) into 
(p, q)-analytic functions defined in the di serete planc Q '. 

If the operator C, is denoted hy 

e-" -

thcn the function 
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(1-q)j . . 
"" --- (iy).l J).l . 
L.... (1-q). Jl.-1 
j =0 J 

(3.14) 



(X) (1-q)j .. 
" --- (iv)l J)l . [j(x, 0)] L.. (1-q). - p,.\ 
j =0 .1 

J( z ) = er r.rc x. o ) J = (3.15) 

is called thc '(p. q)-analytic continuation' of f(x, 0), into a (p. q)-analytic 

function f dcfined at the point (x. y) E Q'. Similarly, it can be shown that 

. Loo (1-q)j . , 
C. [/(0, r)J = --- x 1 D 1 . [f(O, y)] 

.\ . . (1 - C.7 ) . q. ·' 
J=O 1 

(3.1 ó) 

reprcscnts thc (p. q)-analytic continuation from thc y-axis. 

4. Properties of the Continuation Operator C 

Thc continuation opcrator e,. is said lo cxist if thc series 
reprcscntation (3.14) converges. 

(a) lf k is a scalar constant, then 

j=O 

00 (1-q).i L (iy) .i [)~.X [k] . 
(1- q) j 

e" (k) 

But . {k D 1 [k] = 
p,x O 

j =o 
; j = 1,2, ... , 

ancl so 

e,. (k) = k. 

(b) Sincc D is a linear operator, 

e" r k t< x, o) 1 = 
00 (1-q)j . . 

" ~--- (ir) 1 D 1 . [k f(x,O)] L.. ( 1 - q) . . p' .\ 
j=O .1 

00 (1-q)j 
k L (iy)j D~.x [f(x,O) J, 

(1-q)j j=O 

ancl so 
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e.r [k f (x. 0)] = k e_,. [f (x, 0)]. 

(e) If ey [j (x, 0)], e,. [g(x, O)J cxist thcn, 

e.r [f (x, 0)] + e.r [g(x, O)] 

~ (1-q)l oo (1-c¡).i . . = .t. --~ (iy) 1 D 1 . [f{x,O)]+ " ------- (iy) .1 D 1 . [g(x,O) 1 

1 
-- () ( 1- q) J. p .. \ .t. (1- q) . p .. l 

J=O 1 

ancl since the two series converge, 

e_,. 1 ¡ r x, o) 1 + e .r r g ex , o ) 1 

00 (1-q).i ' . 
" --- (i\").1 [D 1 . f"(x,O) + o.i g(x,O)[ . .t. (1 - q) . . p' .\ . p' _\" 
j=O 1 

But D p . .r is a linear operator ancl hence, 

e" [J (x. O)]+ ey [g(x, O)[ = e.r [f (x, 0)+ g(x, O)J. 

But (b) and (e) it is clear that e y is a linear operator. 

(el) Ir /
11 

(x, O) ~ .f (x, O) pointwise and the series reprcsentation or 

e.r [f
11 

(x, 0)] is uniformly convergent in 11 then 
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lim e,.[f
11

(x,O)] 
¡¡~oo . 

00 (1-q).i . . 
" ---- (iv).l D 1 . [f,, (x,O)] .t. ( 1- q) . . p .. \ 
.i=O ./ 

ancl so by uniform convergence 

~ (1-q)j . . 
lim er [/

11 
(x,O)] = .t. --~- (iy).l lim Dt.x l/

11
(x,O)]. 

n~oo · j=O (1-q) j n~oo 

It is readily shown that theorem 3 of [71 extends to all orders of p
difference and q-diiTerence operators so that 



lim D j [f
11 

(x, O)] vJ [.f (x, 0)] . 
1/--?00 

Hence 

lim e 1' [fn (x, 0)] e,. r.rc x, o) J . 
1/--?00 . 

(e) It is interesting to note that since 

(1- q).i 
----
(1- q) j 

1 
j 

and assuming f to be analytic in the classical sense, it follows that, 

Hence 

lim D{x f(x,O) = f(j) (x,O). 
q--71 

lim e\' [f(x, 0)] = 
l{--?1 . 

' (iy).i ¡<.i) (x O) 
~ ., . ' , 
j =0 1. 

which is the Maclaurin series representation of an analytic function 
about a point the X-axis. 

The continuation operator e may be regarded therefore as thc (p, q)
analogue of a Maclaurin series. 
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